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Abstract quality of VoIP service is mainly affected by the end-to-end
delay and packet loss rate of the VoIP system.

As Internet evolves into a service delivery infrastructure, |1 this paper, we consider a more advanced VoIP ser-
IP telephony has become feasible and will be expected t0jce. muyitipoint conference, which includes three or more
meet the toll quality of traditional telephone service. In this participates. The traditional design of the VoIP confer-
paper, we present Venus, a novel VoIP conferencing system,cing system is to use a centralized multipoint control
with quality-of-service (Q0S) management. Venus is con-ynit (McU), which mixes the voice signals of all other
structed as an application-level service overlay network, naicinants and sends the mixing speech signal back to each
where each overlay node provides voice mixing service asgonference member. However, the centralized approach
well as application-level data routing. Venus can dynam- g sters from a number of limitations. First, the centralized
|cally compose a voice mixing path for each conferencmg MCU has the scalability problem, where a single MCU
session based on both multi-constrained QoS requirements,an e short of resources for a large conference including
(e.g., delay, loss rate, bandwidth) and global system opti-  ngreds of participants. Second, the centralized approach
mization goal (e.g., maximizing system utilization). Venus presents poor reliability due to the single point of fail-
provides runtime voice mixing path maintenance t_o achlfeveure_ Third, the centralized approach can lead to degraded
robust VoIP conferencing service. Large-scale simulation quality-of-service (QoS) when conference members are far
results illustrate the practicality and efficiency of the Venus away from the centralized MCU. Another alternative VoIP
system. conferencing system design is to employ either IP-layer

or application-layer multicast [2]. Although the multicast

approach can theoretically save network bandwidth, the
1 Introduction construction and maintenance of multiple conference trees
are often too complicated for practical use, especially when
we consider multi-constrained QoS requirements. To this
end, we propose a simple yet efficient VolP conferencing
systemVenusbased on the composable service overlay
network [3].

Internet has evolved into an indispensable service de-
livery infrastructure instead of merely providing host con-
nectivity. IP telephony is a promising Internet service,
particularly because of the significant revenue it can gen-
erate. A simple VoIP system includes two participants. The =~ The Venus VoIP conferencing system is constructed as
original voice signal is periodically sampled, encoded into an application-level overlay network, where each overlay
a constant bit rate stream, and sent over the Internet to thehode provides both voice mixing and application-level data
receiving end where the packet is first stored in the playbackrouting. Given a conferencing request, the system dynam-
buffer and then decoded into the speech signal. Previougcally composes amixing service pattbased on (1) the
assessment study [5] has indicated that the user perceiveumber and locations of conference members and (2) the
multi-constrained QoS requirements (e.g., delay, loss rate).
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Figure 2. lllustration of voice mixing service

Figure 1. lllustration of the mixing service component and voice mixing path.

overlay network.

Mixing service path. We can compose a set of mixing
service components into a mixing service pativhich is
illustrated by Figure 2 (b). We can prove that each client
connected to the mixing service path receives a mixed signal
2 VoIP Conferencing System Model of all other conference members using the induction proof

on the length of the path. Due to the space limitation, we

) ~omit the proof details here. The QoS values (e.g., delay
We now introduce the Venus system model that consists |oss rate) of the conferencing service is defined as the

of (1) mixing service overlay network, (2) mixing servicé (oS values of the mixing service path between two end
component, and (3) mixing service path. portals (e.g.P; andPs in Figure 2 (b)), which include both
Mixing service overlay network. The mixing service  network delays/loss rates and mixing service delays/loss
overlay network (MSON) is the substrate of the Venus sys- rates. The rationale of the definition is that the portal-to-
tem, which is illustrated by Figure 1. MSON interconnects portal QoS values of the mixing service path is within the
distributed overlay nodes into an application-level overlay controllable range of the Venus system, which also define

network. Each overlay node encapsulates both functionsthe major parts of the voice qualities perceived by the end-
of an MCU and an application-level routerwhich is user.

called amixer. Each mixer can be owned by a third-party
service provider who provides a service level agreement
(SLA) specifying the resource and QoS properties of the
mixer. For QoS provisioning, we introdugmrtals and _ _ _ )
monitors which form the management plane of the MSON. In this sect|_0n, we present the des_|gn details of the Venus
The portals are the service access points for conferencing®YStem- For simplicity, we only consider the pre-scheduled
clients, which also define the QoS assurance boundary ofonférencing where the number of participants and their
the Venus system. The monitors are co-located with eachIocatlons are known in advance.

mixer and reports the local network states to all portals. . ) .

Thus, we assume that each portal has the global view of3-1 Mixing Service Path Composition

the MSON.

Mixing service component. Each mixing service com-
ponent takes input voice signals and generatesnixing
signals, which is illustrated by Figure 2 (a). If the service
component has input voice signals;y, ..., ¢, the output to

paper concludes in Section 5.

3 \VolP Conferencing System Design

Each client accesses the \WoIP conferencing service
through the local portal. Thus, The clients in one edge
network domain form a client grodg; and will connect to
the same local portaP;. For example, in Figure 1, clients

k c1, c2, andes connect to the portaP;, and clients:, andes
¢;(1 < j < k)isamixofvoices) | c¢;—c;. Eachmixercan  connect to the portaP,. Each portalP; selects a number

i=1 : : ; :
simultaneously instantiate multiple service components for ©f candidate mixers for each client group. The candidate

different conferencing sessions. Each mixer has a resourcd'Xers can be selected based on different heuristics: (1)
capacity defined by the maximum number of input/output Random approacfwhereP; randomly selects a number of

connections. SWe are aware that mixing service components can be composed into
other topologies such as trees, which however requires more complicated
1For simplicity, we assume that overlay data routing uses the shortestconstruction and maintenance algorithms. For simplicity, we limit our-

path routing algorithm based on delay metric only. selves to the case of composing mixing service path in this paper.
2Such a assumption is practical for Venus since it targets to Enterprize  4If the size of the client group exceeds certain threshold, the system
overlay network with a few hundred nodes. will split the original group into several smaller groups.



Clientgroupl Clientgroup2 Client group 3 finding the best mixing service path from all permutations.
After deciding the mixing service path, Venus creates a
voice mixing service component for each client group on
the selected mixer. Then, Venus sets up the conferencing
session and notifies all conference members that the confer-
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During runtime, the conferencing service can experience

Figure 3. lllustration of mixing service path significant QoS violations or service outages due to the
composition. failures of network links or overlay nodes. To achieve
robust VoIP conferencing service, Venus provides runtime

failure detection and recovery mechanisms to maintain the

mixers; (2)Greedy approachwhere P, selects a number availability and QoS of all active mixing service paths. The
’ . source portal of a VoIP conferencing session is responsible

of nearby mixers based on some distance metric; and (3) L S )
Hybrid approach where half of candidates are selected for monitoring z_and maintaining the I|vene_:ss and .QOS of
from nearby nodes and the other half are randomly selected.thfa mixing service path for the confergncmg session. The
Venus adopts the hybrid approach in order to achieve besf2!luré recovery is performed at multiple layers. First,

tradeoff between performance guarantee and load balancYenus relies on the overlay data routing to recover the

ing. For example, in Figure 3, each portal selects three Uta9¢ falllfurss of nletworkhll?ks [4, 1]. For.ext?mlfle, in
candidate mixers for each client group. Figure 3, if the overlay path from/;; to Ma; is broken,

We define the source portal as the portal to which the the overlay data routing layer will dynamically find another
conference initiator is connected. The source portal is overlay path. However, overlay data re-routing cannot

responsible for composing the best qualified mixing service recover the failures of mixers. Moreover, the overlay data

path using the above candidate mixers. We can define ther(_e—rogting only considers the Qelay metric, which can cause
problem of mixing service path composition as a multi- violations of other QoS metrics such as loss rate. Under

constrained optimization problem. We want to find the those cwcumstancgg the gourcethpf) rtal dynatrrr:lcfa ”Iy re-
mixing service path that optimizes the system resource utj-SOMPOSES a NEW MIXING SErvice pain to recovertne failures.

lization subject to the multi-constrained QoS requirements Tot?chlevg fa}st filrI]ure éeco_l\_/ﬁry, venus adsplt? a;locallzed
(e.g., delay and loss rate) for the conferencing service. ipPath repair aigorithm [3]. € source portal finds a new

[3], we have proven the above problem to be NP-compIetemiXing service path that does not include the brok_en mixers
and provided a modified Dijkstra algorithm for the above bgt _has thellargest number of common mixers with the old
problem, which can achieve near-optimal performance. TheMXING Service path.
key idea is to introduce an aggregated cost metric that con-
siders multiple factors including multiple QoS metrics and 4 Performance Evaluation
resource utilization. To satisfy multiple QoS constraints,
we modify the Dijkstra algorithm by adaptively adjusting We evaluate performance of Venus using large-scale
the importance weights of different factors in the aggregatedsimulations. We first use a degree-based Internet topology
cost metric based on their constraint pressures. More detailgjenerator Inet 3.0 [6] to generate a power-law random graph
of the algorithm can be found in [3]. topology with 3200 nodes to represent the IP-layer network.
An interesting property of composing a mixing service We then randomly selecV nodes as Venus nodes and
path is that the path can be any permutation of the voice N - 0.3 nodes as portals. The initial resource capacity and
mixing service components. Thus, Venus explores all per-average QoS values of each network link and mixer are
mutations of the mixing service path selected by the aboveuniformly distributed. To simulate performance variations
modified Dijkstra algorithm. For example, in Figure 3, the in the Internet, the QoS values are updated per time unit
final mixing service path can be eithdf;; < My « according to a uniform distribution function with the pre-
Msy or My, <« Ms, < My, We formalize the above  defined mean value. During each time unit, certain number
problem into a travelling salesman problem (TSP), which is of VoIP conferencing requests are generated. Each request
to find a cheapest way of visiting all the selected mixers andincludes 2 to 10 client groups whose sizes are between 5
returning to the start mixer. The cost definition is the same to 20 clients. Each conferencing session lasts 5 to 30 time
as the above modified Dijkstra algorithm. Since the TSP units. In our experiments, each portal selects 10 candidate
is also NP-complete, Venus uses a heuristic algorithm for mixers for each client group.
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Figure 4. lllustration of service success rate
comparison.
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Figure 5. lllustration of scaling property com-
parison.

We define the metriservice success rafer evaluating
the performance evaluation. A QoS-aware VolP confer-
encing service is said to be provisioned successfully if
and only if (1) the system has enough resources for the
conferencing session, and (2) average QoS values (i.e.
delay, loss rate) measured over the whole conferencing

we also implement theentralized-randonalgorithm that
randomly select a mixer for each conferencing request, an
centralized-optimalalgorithm that selects the best single
mixer for each conferencing request.

[5]
session satisfy the required QoS values. For comparison,

JG] J. Winick and S. Jamin.

time unit) on different MSONSs with sizes 50, 100 and 150
nodes respectively. The results demonstrate that the Venus
system presents much better scaling property than the other
two approaches. The system performance increases almost
linearly as we increase the number of mixers.

5 Conclusion

In this paper, we have presented a novel QoS-aware VoIP
conferencing systendenususing an application-level com-
posable service overlay network. Venus does not require
any IP-layer or application-layer multicast support. Venus
also achieves better scalability and QoS provisioning than
the traditional VoIP conferencing service that uses a cen-
tralized MCU. Large-scale simulation results demonstrate
the efficiency of the Venus system. The future directions
of this research include (1) comparing the performance
and overhead of composing mixing service components
into different topologies, and (2) exploring other multi-
constrained path finding algorithms.
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Figure 4 illustrates the service success rate achieved by

the three different algorithms under different system loads
on an MSON with 100 mixers. We observe that Venus can

achieve much higher success rates than the other two al-

gorithms by efficiently aggregating resources of distributed
mixers and finding best mixing service path under delay and

loss rate constraints. Figure 5 shows the service success rate
comparison under the same request rate (10 requests per



